
Attentive Neural Point Processes for Event Forecasting

Yulong Gu
Alibaba Group

guyulongcs@gmail.com

Abstract

Event sequence, where each event is associated with a marker
and a timestamp, is increasingly ubiquitous in various ap-
plications. Accordingly, event forecasting emerges to be a
crucial problem, which aims to predict the next event based
on the historical sequence. In this paper, we propose ANPP,
an Attentive Neural Point Processes framework to solve this
problem. In comparison with state-of-the-art methods like re-
current marked temporal point processes, ANPP leverages
the time-aware self-attention mechanism to explicitly model
the influence between every pair of historical events, result-
ing in more accurate predictions of events and better inter-
pretation ability. Extensive experiments on one synthetic and
four real-world datasets demonstrate that ANPP can achieve
significant performance gains against state-of-the-art meth-
ods for predictions of both timings and markers. To facil-
itate future research, we release the codes and datasets at
https://github.com/guyulongcs/AAAI2021 ANPP.

Introduction
Event sequence is increasingly ubiquitous in various areas,
such as medical industry, finance, e-commerce and so on.
Accordingly, event forecasting, which aims to predict what
type of event will happen at what time, emerges to be a chal-
lenging but crucial problem. Figure 1 illustrates a real ex-
ample of a customer’s purchase sequence in an E-commerce
site, and accurate predictions of users’ purchases would be
extremely important for personalized recommendation and
marketing (Gu et al. 2020a,b; Liu et al. 2020; Manzoor and
Akoglu 2017).

Temporal point processes (Daley and Vere-Jones 2007)
present a general mathematical framework to model the se-
quential event data according to the prior knowledge of the
application scenarios. Typical methods like Hawkes pro-
cesses (Hawkes 1971) assume that the historical events have
independent influence on the next event, and specify a fixed
parametric conditional intensity function λ∗(t) to formulate
the influence between each historical event (e.g., the first n
events in Figure 1) and the target one (e.g., the last event in
the figure) (Manzoor and Akoglu 2017; Bray and Schoen-
berg 2013). Their specialized parametric forms of the condi-
tional intensity functions, which might be oversimplified or
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even unfeasible in real-world scenarios, limit the capability
of capturing complex dependencies among events.

To alleviate the over-simplification problem, recurrent
marked temporal point processes (RMTPP, or Neural point
processes) (Du et al. 2016; Mei and Eisner 2017) utilize
recurrent neural networks (RNN) (Graves, Mohamed, and
Hinton 2013) to model the dynamics in the event sequence
and learn a conditional intensity function based on the hid-
den vector in RNN. They do not need any prior knowl-
edge about the forms of the conditional intensity function,
and have achieved state-of-the-art performance. However,
they have following shortcomings: (1) They rely heavily on
RNN, which are sequential structures and are hard to model
the long-term dependencies in the sequence (Vaswani et al.
2017), even equipped with Long Short-Term Memory and
Gated Recurrent Units. When the historical event and tar-
get event are far away in the sequence, RMTPP based ap-
proaches are hard to capture the influence between them. (2)
They are hard to model the complex influence between ev-
ery pair of historical events, which is crucial for event fore-
casting. For example, as shown in Figure 1, modeling influ-
ences between historical events can help us know that “Nail
Polish” and “Oils” are highly related because they are pur-
chased in proximate time, and accordingly a “Nail Polish”
can be predicted correctly after the user’s last purchase. (3)
They have limited interpretation ability for their predictions.

To address these problems, we propose ANPP, an
Attentive Neural Point Processes framework, which exploits
time-aware self-attention layer to explicitly model the influ-
ence between each pair of historical events. Self-attention
have achieved state-of-the-art performance in Natural lan-
guage Processing. However, it is naturally unable to model
the continuous time information in event sequence. In this
work, we propose the Inter-event duration bucket embed-
ding method to embed the time intervals information be-
tween events. Firstly, ANPP embeds markers and time in-
tervals in the event sequence into vectors. Then it lever-
ages multi-head time-aware self-attention to model the in-
fluence between each pair of the events as attention scores,
and represent historical events as context vectors. Based on
the generated context vectors, the marker of the next event
can be predicted straightforwardly, and the conditional in-
tensity function is calculated as well, which can be used to
further predict the timing of the next event. Compared with
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Figure 1: A real example of event sequence in Amazon

existing methods, ANPP has following advantages: (1) It
can better model the long-term and complex dependencies
between events, and achieves superior performance than ex-
isting methods. (2) It has better interpretation ability than
RMTPP based approaches. The attention scores in ANPP
can represent the degree of dependence between events,
where a larger attention score between two events implies
that they have stronger dependency.

We conduct extensive experiments on one synthetic and
four real-world datasets across a variety of domains, which
demonstrate the significant performance gains of ANPP
against state-of-the-art methods: Averagely, ANPP reduces
the Mean Absolute Error by 14.9% for time prediction, and
achieves accuracy gains by 38.1% for marker prediction.

To sum up, the contributions of this work are as follows:

• We propose the idea of explicitly modeling the influence
between every pair of historical events for event forecast-
ing.

• We propose time-aware self-attention layers to learn the
conditional intensity function, which equips conventional
self-attention techniques with our proposed Inter-event
duration bucket embedding method to model the timing
information for accurate event predictions.

• We conduct extensive experiments on both synthetic and
real-world datasets and demonstrate that ANPP has more
accurate prediction power and better interpretation ability
than state-of-the-art methods.

Related Work
Temporal Point Processes
Temporal point processes present a general mathemati-
cal framework for modeling sequential events (Daley and
Vere-Jones 2007). They have been successfully applied in
various applications, such as earthquake predictions (Bray
and Schoenberg 2013), financial analysis (Embrechts, Lin-
iger, and Lin 2011), health prediction (Du et al. 2016),
continuous-time document streams clustering (Du et al.
2015), knowledge representation (Trivedi et al. 2017), pur-
chase forecasting (Manzoor and Akoglu 2017), user pro-
filing (Wang et al. 2017; Feng et al. 2018; Chen et al.
2020, 2019b; Gu et al. 2016), popularity prediction (Liao
et al. 2019), online behaviors modeling (Cai et al. 2018),
real-world behaviors modeling (Kurashima, Althoff, and

Leskovec 2018), information diffusion (Cao et al. 2017;
Kong, Rizoiu, and Xie 2020), time-aware recommenda-
tion (Bai et al. 2019; Vassøy et al. 2019; Wang et al.
2019) and so on. For example, the Hawkes process (Hawkes
1971) is one of the most widely used temporal point pro-
cesses (Bray and Schoenberg 2013; Manzoor and Akoglu
2017), which captures the mutual excitation among events
to make predictions. The core concepts of the temporal point
processes are introduced as follows.
Conditional intensity function. The conditional intensity
function λ∗(t) formulates the influence of the past events
(Daley and Vere-Jones 2007), which specifies the proba-
bility that a new event occurs within a small time window
[t, t + dt] given a sequence of historical events Ht. Here
the notation ∗ emphasizes that the function is conditional
on the history. Formally, it can be presented as λ∗(t)dt =
P{event occurs in [t, t+ dt] | Ht}.
Conditional density function. The conditional density
function f∗(t) calculates the probability that the next event
occurs at time t given all historical events Ht. The relation
between λ∗(t) and f∗(t) (Daley and Vere-Jones 2007) can
be formulated as follows: λ∗(t) = f∗(t)

1−F∗(t) , where F ∗(t) =
∫ t
0
f∗(τ)dτ is the cumulative probability distribution func-

tion of f∗(t). However, typical point processes assume that
historical events have independent influence on the target
event. They generally exploit a predefined parametric con-
ditional intensity function λ∗(t) to present the influence be-
tween each historical event and the target event. For exam-
ple, the condition intensity function of the Hawkes process
is defined as λ∗(t) = µ+α

∑
tj<t

exp (−β(t− tj)), where
µ ≥ 0 and α, β > 0. In practice, their independence as-
sumption is usually not true, and practical intensity functions
might be extremely different in various real-world scenarios.
Such drawbacks significantly limit the flexibility and perfor-
mance of the methods.

Recurrent Marked Temporal Point Processes
To improve the flexibility of the temporal point processes,
state-of-the-art methods (Du et al. 2016; Xiao et al. 2017b;
Cao et al. 2017; Yang, Cai, and Reddy 2018; Qiao et al.
2018; Mei and Eisner 2017; Guo, Li, and Liu 2018; Loaiza-
Ganem et al. 2019; Pan et al. 2020; Boyd et al. 2020) ex-
ploit Recurrent Neural Networks to model event sequence.
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Du et al. (2016) used recurrent neural networks (RNN) to
learn the conditional intensity function, which is referred
to as recurrent marked temporal point processes. Further-
more, Xiao et al. (2017b) leveraged two RNNs to model
the time series and the event sequence respectively, demon-
strating effectiveness of their method on a machine mainte-
nance dataset. Qiao et al. (2018) combined RNN and point
process for clinical event prediction. Mei and Eisner (2017)
utilized the continuous-time LSTM for learning. These ap-
proaches do not need any prior-knowledge about the para-
metric forms of the conditional intensity function, and have
achieved state-of-the-art performance for event prediction.
However, these approaches process the historical events se-
quentially and encode all of the historical information into
one hidden state vector, which limits their expression capa-
bility. Furthermore, they cannot explicitly represent the in-
fluences between every pair of the historical events. These
challenges deteriorate their prediction performance. Be-
sides, they have limited ability for interpreting their predic-
tions. In this paper, we focus on investigating better repre-
sentations of historical behaviors for event forecasting. The
most related approaches are RMTPP (Du et al. 2016) and
NeuralHawkes (Mei and Eisner 2017). The pair-wise (Qiao
et al. 2018), hierarchical RNN (Vassøy et al. 2019), con-
textual information enhanced (Okawa et al. 2019), Haz-
ard function (Omi, Aihara et al. 2019), Wasserstein dis-
tance (Xiao et al. 2018, 2017a), Survival analysis (Jing and
Smola 2017; Zhou et al. 2018; Ren et al. 2019), Adversarial
Learning (Yan et al. 2018) and reinforcement learning (Li
et al. 2018; Upadhyay, De, and Gomez Rodriguez 2018)
based approaches are orthogonal to our method.

Self-Attention
Self-attention is an attention mechanism that learns a repre-
sentation of a sequence by modeling the influences between
different positions in the sequence (Vaswani et al. 2017) . It
has been successfully applied into a variety of tasks, such
as machine translation (Vaswani et al. 2017), speech recog-
nition(Povey et al. 2018), recommender systems (Kang and
McAuley 2018; Chen et al. 2019a; Gu et al. 2020b; Zou et al.
2020) and so on. However, it is naturally unable to predict
the time of next event, and thus cannot be directly leveraged
in the event forecasting problem.

Problem Formulation
Notations. Let S = {S1, S2, . . . , S|S|} be a
set of event sequences. The ith sequence Si =
〈(t1,m1), (t2,m2), . . . , (t|Si|,m|Si|)〉, where the positive
real number tj ∈ R+ presents the occurrence timestamp
of the jth event, and the categorical variable mj ∈ M
indicates the marker of the event. In particular, the markers
generally provide the attribute information of the events
(e.g., the type of the event). dj+1 = tj+1 − tj represents the
time interval between the jth event and its successive one,
which is referred to as the (j + 1)th inter-event duration.

Definition 1 (The Event Forecasting Problem) Given a
set of historical event sequences S = {S1, S2, . . . , S|S|},
where Si = 〈 (t1,m1), (t2,m2), . . . , (t|Si|,m|Si|) 〉 is the

ith sequence of events, the event forecasting problem aims
to predict the next event (t|Si|+1,m|Si|+1) based on the
historical events Si for i = 1, 2, . . . , |S|.

Attentive Neural Point Processes
In this paper, we propose an Attentive Neural Point Pro-
cesses framework ANPP for event forecasting. The archi-
tecture of ANPP is demonstrated in Figure 2, which consists
of an input layer, an embedding layer, a Time-Aware Self-
Attention layer, and a prediction layer.

Input Layer
Given an arbitrary event sequence S = 〈e1, e2, . . . , eT 〉,
the event forecasting problem aims to predict the next event
eT = (tT+1,mT+1) in the future. As previous work did (Du
et al. 2016), we add some special “padding” events at the
end of the sequence if the length of the sequence is smaller
than T , and choose the most recent T events if the length
is larger than T . By doing this, all of the event sequences
share a fixed-length T . In the training stage, the model it-
eratively fits the ground-truth event ej+1 at the j-th time
step based on the previous events in the sequence for j =
1, 2, . . . , T − 1. Thus the input of the model is the event
sequence 〈e1, e2, ..., eT−1〉, and the expected output is a
shifted version of the input sequence, i.e. 〈e2, e3, . . . , eT 〉.

Embedding Layer
The embedding layer aims to represent the markers and
timings of the events into dense vectors. In particular, we
use an embedding matrix M ∈ R|M |∗d to embed mark-
ers, where |M | is the number of the marker types and d
is the dimensionality of the embedding vectors. Besides,
we consider the duration between the times of the succes-
sive events in this layer, and propose an Inter-event dura-
tion bucket embedding method for embedding such tim-
ing information. For a sequence of (T + 1) events, there
are T inter-event durations. Generally in different applica-
tions, inter-event durations might vary a lot, from seconds to
hours, days or even years. This method can adaptively em-
bed inter-event durations with different scales. Specifically,
we firstly discretize the durations into L buckets, where the
bucket i means that the value falls in the range [2i, 2i+1)
(unit time, e.g. seconds) for i = 0, 1, ..., L − 1. Then we
embed the discretized buckets in the sequence into an em-
bedding matrix Db ∈ RT∗d using a learnable bucket em-
bedding matrix EL ∈ RL∗d. Then, as previous works did
(Kang and McAuley 2018; Vaswani et al. 2017), we embed
the event ej into ej = emj

+ etj , the sum of embedding
of the marker and embedding of time (i.e. the inter-event
duration bucket embedding). Finally, the embedding of the
sequence S = {e1, e2, ..., eT } can be represented as a ma-
trix E ∈ RT∗d, where the j-th row is the embedding vector
of the j-th event ej .

In the experiments, we compare the inter-event duration
bucket embedding method with two widely used time em-
bedding methods, which are listed as follows: (1) Positional
embedding is a common method in self-attention (Kang and
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jẼ

(b)
1 Ẽ
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Figure 2: The Architecture of our Attentive Neural Point Processes framework (ANPP)

McAuley 2018; Vaswani et al. 2017), which directly en-
codes the positions 1, 2, ..., T of the sequence into an em-
bedding matrix Dp ∈ RT∗d, where T is the length of the
sequence and d is the dimensionality of the embedding vec-
tors. (2) Inter-event duration embedding has been suc-
cessfully used in the recurrent marked temporal point pro-
cesses (Du et al. 2016). It utilizes a learnable matrix I ∈
R1∗d to transform the sequence’s inter-event durations vec-
tor v ∈ RT∗1 into an embedding matrix Di = vI ∈ RT∗d.

Time-Aware Self-Attention Layer
The time-aware self-attention layer is composed of a stack
of B identical blocks, each consisting of a multi-head time-
aware self-attention layer and a timestamp-wise fully con-
nected feed-forward networks layer.
Multi-head time-aware self-attention layer. To capture the
influence between every pair of the historical events, we use
time-aware self-attention to model the embeddings of the
past events, which represents both the markers and the tim-
ings information. For the b-th block, the input is a matrix
E(b) ∈ RT×d and E(1) = E, which is the embedding of
the events generated from the embedding layer. In particu-
lar, E(b) is converted into three matrices through linear pro-
jections, which are fed into an attention function for calcu-
lations. Formally, it can be formulated as follows:

SA(E(b)) = Attention(E(b)WQ,E(b)WK ,E(b)WV ) (1)

where WQ ∈ Rd×dk ,WK ∈ Rd×dk ,WV ∈ Rd×dv are lin-
ear projection matrices, and the output SA(E(b)) ∈ RT×dv
is a new representation of the event sequence based on the
time-aware self-attention. In Equation (1), we use the scaled
dot-product attention (Vaswani et al. 2017) for implementa-
tion, which is formally represented as follows:

Attention(Q,K,V) = softmax(
QKT

√
dk

)V = AsV (2)

where Q, K and V present the queries, keys and values re-
spectively, dk, dk and dv are the dimensions of the queries,
keys and values. The attention scores of the block b form
a matrix A

(b)
s with the dimension RT×T , where the element

A
(b)
sij represents the influence of the jth event on the ith event

in the bth block, and j <= i holds.
We use multiple heads to calculate the input matrix E(b)

from different semantic subspaces (Vaswani et al. 2017).
It firstly performs a time-aware self-attention to yield each
head, which can run in parallel. Then the results are concate-
nated and then projected to Ẽ(b) ∈ RT×d with the matrix
WO. The process can be formulated as follows:

headi = Attention(E(b)WQ
i ,E(b)WK

i ,E(b)WV
i )

Multihead(E(b)) = Ẽ(b) = Concat(head1, ..., headh)W
O

where WQ
i ∈ Rd×dk ,WK

i ∈ Rd×dk ,WV
i ∈ Rd×dv ,

WO ∈ Rhdv×d, h is the number of heads, and Ẽ(b) ∈ RT×d
is the new representation of the event sequence with the
multi-head transformation.
Timestamp-wise fully connected feed-forward networks.
To learn higher-level representations of the historical
events, we leverage fully connected feed-forward networks
(FFN) to process each vector in the matrix Ẽ(b) =

[Ẽ
(b)
1 ; Ẽ

(b)
2 ; ...; Ẽ

(b)
T ] separately and identically. As shown in

Equation (3), the network consist of two linear transforma-
tions with a ReLU activation in between. They transforms
Ẽ(b) ∈ RT×d into a matrix F(b) ∈ RT×d, which is the new
representation of the historical event sequence. Formally,

FFN(Ẽ
(b)
j ) = F

(b)
j = ReLU(Ẽ

(b)
j W1+b1)W2+b2 (3)

where W1 ∈ Rd∗df ,W2 ∈ Rdf∗d,b1 ∈ Rdf and b2 ∈ Rd.
Stacking time-aware self-attention blocks. To formulate
more complex influences between events, we stack the self-
attention block B times (Kang and McAuley 2018; Vaswani
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et al. 2017), where the b-th block transforms F(b−1) ∈ RT×d

into F(b) ∈ RT×d for b = 2, 3, . . . , B, and the jth row F
(b)
j

calculates the influences of all previous events on event j
in this block. Finally, these B stacking self-attention blocks
hierarchically estimate the influence of the historical events
and learn the new representation of the event sequence as a
context matrix F(B) ∈ RT×d for event prediction.

Prediction Layer
The prediction layer is consisted of a marker prediction layer
and a time prediction layer, which can predict the marker and
timing of next event based on the context matrix F(B) =

[F
(B)
1 ;F

(B)
2 ; . . . ;F

(B)
T ] ∈ RT×d.

Marker prediction layer aims to predict the marker of the
next event m̂j+1. Given the context vector F(B)

j , the proba-
bility of m̂j+1 is calculated as follows:

P(m̂j+1 | F(B)
j ) = softmax(F

(B)
j Wm + bm) (4)

where Wm ∈ Rd∗|M | and bm ∈ R1∗|M |.
Time prediction layer seeks to predict the occurrence
timestamp of the next event t̂j+1. Firstly, inspired by the
previous work (Du et al. 2016), we calculate the condition
intensity function λ∗(t) as follows:

λ∗(t) = exp
(
vt
T · F(B)

j + β(t− tj) + λ0

)
(5)

where vt ∈ Rd×1 and β, λ0 are scalars. In Equation (5), the
first term vt

T · F(B)
j calculates the accumulative influence

among the past events, the second term β(t − tj) indicates
the evolutionary process of the intensity function with time,
and the last term λ0 represents the base intensity of the next
event. The exponential function acts as a non-linear trans-
formation, which guarantees a positive value of the intensity
function. With λ∗(t), we can further derive the conditional
density function f∗(t) = λ∗(t) exp

(
−
∫ t
tj
λ∗(τ)dτ

)
(Da-

ley and Vere-Jones 2007). In the training stage, the proba-
bility that the next event would occur at time tj+1 can be
calculated as p(t̂j+1 = tj+1 | F(B)

j ) = f∗(tj+1 − tj) =

f∗(dj+1). In the test stage, the time t̂j+1 of the next event
can be predicted as the expectation t̂j+1 =

∫∞
tj
t · f∗(t)dt,

which can be calculated with numerical integration (Daley
and Vere-Jones 2007).

Parameter Learning
Let S = {S1, S2, ..., S|S|} be a set of event sequences,
where Si = 〈(t1,m1), (t2,m2), ..., (t|Si|,m|Si|)〉 is the ith
sequence of events. The model can be trained by maximiz-
ing the jointly weighted log-likelihood of the observations.
At the jth step for handling Si, the ground truth next event is
(tj+1,mj+1), the probability of it’s marker and timing are
p(m̂j+1 = mj+1 | F(B)

j ) = P(m̂j+1 | F(B)
j )mj+1

and

p(t̂j+1 = tj+1 | F(B)
j ) = f∗(dj+1), respectively. Then loss

function of ANPP is defined as the negative jointly weighted

Data Hawkes Financial MIMIC Amazon Amazon
(Beauty) (Clothes)

|M | 1 2 75 226 482
|E| 99,968 414,800 2,419 144,219 183,637

Table 1: Statistics of Dataset

log-likelihood:

L(S) = −
|S|∑
i=1

|Si|∑
j=1

[
ωm logP

(
m̂j+1 | F(B)

j

)
mj+1

+

(1− ωm) log f∗ (dj+1)
] (6)

where ωm balances the importance of the marker loss and
the timing loss.

Experiments
Datasets
In the experiments, we use one synthetic dataset “Hawkes”
and four real-world datasets in medical, financial and e-
commerce domains respectively as benchmarks, which are
widely used in literature (Du et al. 2016; Mei and Eisner
2017; Kang and McAuley 2018). Table 1 shows the num-
bers of the marker types |M | and the total numbers of the
events |E| in these datasets.

• Hawkes. It is a synthetic dataset, which has been gener-
ated by a Hawkes process (Du et al. 2016).

• Financial. The financial transactions dataset has been col-
lected from NYSE of the high-frequency transactions for
a stock in one day (Du et al. 2016). Each transaction
record logs the time and the possible action (buy or sell).
The action types are treated as the markers.

• MIMIC. It is a medical dataset, including a collection
of de-identified electronic medical records of patients be-
tween 2001 and 2008 (Du et al. 2016). Each event records
the time when a patient is diagnosed with a disease, where
the type of the disease is treated as the marker.

• Amazon. This dataset contains sequences of the product
reviews from Amazon(He and McAuley 2016). We chose
two widely used datasets Beauty and Clothes for our com-
parative study. The finest-level categories of the products
are used as the markers.

Baseline Methods
• RNN uses the recurrent neural networks to predict the

times and markers independently (Du et al. 2016; Graves,
Mohamed, and Hinton 2013).

• RMTPP uses the recurrent neural networks to automat-
ically learn the conditional intensity function from the
event history (Du et al. 2016).

• IRNN is similar to RMTPP, but it uses the Gaussian dis-
tribution to calculate the likelihood of the time loss (Xiao
et al. 2017b).
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Dataset Metrics Baseline Methods ANPP Gains Variants of ANPP
RNN RMTPP IRNN NeuH ANPPp ANPPt ANPPG ANPPM

Hawkes MAE 1.988 1.271 1.464 1.046 0.885 15.4% 0.972 0.958 0.917 0.981
Financial MAE 0.428 0.002 0.429 0.352 0.001 50.0% 0.001 0.001 0.001 0.002
MIMIC MAE 0.602 0.659 0.541 0.748 0.514 5.0% 0.550 0.524 0.525 0.590

Amazon(Beauty) MAE 9.633 8.433 8.893 8.397 8.182 2.6% 8.458 8.611 9.972 9.871
Amazon(Clothes) MAE 11.55 10.31 10.77 10.06 9.884 1.7 % 10.17 10.20 11.46 11.37

Table 2: Performance of ANPP, baseline methods and variants of ANPP for Time prediction

Dataset Metrics Baseline Methods ANPP Gains Variants of ANPP
RNN RMTPP IRNN NeuH ANPPp ANPPt ANPPG ANPPM

Financial ACC 0.507 0.575 0.507 0.507 0.613 6.6% 0.600 0.599 0.612 0.611

MIMIC
ACC 0.406 0.676 0.406 0.388 0.847 25.3% 0.835 0.847 0.829 0.729

NDCG@20 0.672 0.753 0.672 0.654 0.895 18.9% 0.894 0.895 0.885 0.828
HR@20 0.940 0.903 0.941 0.928 0.953 1.3% 0.940 0.953 0.935 0.933

Amazon
(Beauty)

ACC 0.055 0.113 0.055 0.056 0.161 42.5% 0.147 0.146 0.160 0.160
NDCG@20 0.226 0.302 0.225 0.226 0.358 18.5% 0.344 0.344 0.357 0.356

HR@20 0.521 0.591 0.519 0.514 0.658 11.3% 0.648 0.647 0.657 0.654

Amazon
(Clothes)

ACC 0.048 0.077 0.048 0.048 0.137 77.9% 0.116 0.119 0.135 0.130
NDCG@20 0.181 0.221 0.181 0.185 0.302 36.7% 0.276 0.280 0.297 0.293

HR@20 0.416 0.464 0.416 0.430 0.554 19.4% 0.530 0.536 0.548 0.545

Table 3: Performance of ANPP, baseline methods and variants of ANPP for Marker prediction

• NeuH is Neural Hawkes model (Mei and Eisner 2017).

Variants of ANPP. We conduct an ablation study of our
model by implementing several variants of ANPP. To inves-
tigate the effectiveness of our proposed Inter-event duration
bucket embedding method, we design two variants: ANPPp
and ANPPt, which use the positional embedding and the
inter-event duration embedding methods for handling the
time information, respectively. To investigate the effective-
ness of the point process mechanism for time prediction,
we design another two variants: ANPPG and ANPPM . Both
of them share the same marker prediction techniques as
ANPP, but they treat time prediction as a regression prob-
lem, and directly use neural networks to predict the time of
the next event. In particular, ANPPG optimizes a Gaussian-

based time loss − log

[
1√
2πσ

exp

(
(tj+1−t̂j+1)

2

−2σ2

)]
(Xiao

et al. 2017b), and ANPPM is based on a mean squared error-
based time loss (tj+1 − t̂j+1)

2.

Implementation details. We implement our ANPP frame-
work with Tensorflow. The Adam optimizer is utilized for
training. In the experiments, for each dataset, we randomly
select 70% sequences for training, 10% sequences for vali-
dation and the rest 20% sequences for testing. The learning
rate, batch size, hidden vector dimension, dropout rate are
set to 0.001, 64, 64 and 0.5 respectively. For other hyper-
parameters that were used in previous work (e.g. maximum
sequence length), we follow the settings in existing works
(Du et al. 2016; Mei and Eisner 2017) to make fair compar-
isons. The number of blocks and heads are set to 2 and 4
using the validation set.

Evaluation Metrics
For time prediction, we use the MAE (Mean Absolute Error)
metric, which measures the mean absolute error between
the predicted time and the ground-truth. For marker predic-
tion, we use three metrics for comparisons, including ACC
(Accuracy), NDCG@K (Normalized Discounted Cumula-
tive Gain), and HR@K (Hit Ratio) (Du et al. 2016; Kang
and McAuley 2018; Valizadegan et al. 2009).

Experimental Results
Overall comparison. The experimental comparisons of our
ANPP with its variants and the baselines are presented in
Tables 2 and 3, where all of our gains over the best base-
lines are statistically significant with p < 0.01 in the t-
test (Smucker, Allan, and Carterette 2007). As only one type
of marker is involved in the Hawkes dataset, only the time
of the events is needed to be predicted. Besides, since the Fi-
nancial dataset only contains two types of markers, we only
need the ACC metric for the marker prediction task. From
the tables we can find that:

• Our method ANPP outperforms all of the baselines over
all of the datasets for both tasks. Compared to the
strongest baseline, ANPP averagely reduces the MAE by
14.9% for time prediction, gains 38.1% in ACC, 24.7% in
NDCG@K and 10.7% in HR@K for marker prediction.

• RMTPP and NeuH generally perform better than RNN
and IRNN. Furthermore, ANPP beats ANPPG and
ANPPM for both tasks, and such improvement for the
time prediction task is especially significant. These obser-
vations illustrate the effectiveness of the point processes
in event forecasting.
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Figure 3: Performance with different marker weights and sequence lengths
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Figure 4: Case Study: Heatmap of attention scores in ANPP

• ANPP performs better than both ANPPp and ANPPt on
all datasets, which demonstrates the crucial role of our
inter-event duration bucket embedding method for time
modeling.

Model analysis. The performance of ANPP with different
parameters on the Beauty dataset is shown in Figures 3(a)
and 3(b). The results on other datasets are similar.
• As shown in Figure 3(a), ANPP achieves the best time

predictions when ωm is 0.5, while the performance of
ANPP for marker predictions is rising as ωm increases
from 0 to 0.5, and then keeps stable when ωm grows even
larger. Such phenomena are coherent with the insight that
the marker and the time information are consistent, and
thus training with both could be better than with either of
them alone (Du et al. 2016).

• As shown in Figure 3(b), for the two tasks, the perfor-
mance of both ANPP and the strongest baseline (denoted
as “base”) increases when T ranges from 1 to about 20,
and it is coherent with the intuition that forecasting based
on longer sequences is easier because of their richer in-
formation. Their performance would keep relatively sta-
ble when T is larger than 20. Furthermore, ANPP out-
performs base with all values of T , which illustrates the
promising performance of ANPP for both short and long
event sequences.

Interpretation ability of ANPP. Our method ANPP uses
multi-head time-aware self-attention to explicitly represent
the influence between each pair of the historical events. For
each head, there is an attention score matrix As ∈ RT×T
that models the influence of historical events in a semantic
space. Each element Asij in row i and column j measures

the influence of the j-th event on the i-th event (j <= i).
For a consumer’s purchase sequence shown in Figure 1, we
visualize the attention scores among the events in different
semantic spaces in Figure 4. From the figure we can find that
the attention scores equip ANPP with better interpretation
ability than state-of-the-art methods (Du et al. 2016; Mei
and Eisner 2017).

• Higher attention scores tend to focus on some specific
columns. In all of the spaces, the scores of the 2nd and 4th
event are higher, but the scores of the 5th event are lower.
This demonstrates that the main interests of the user are
“Nail Polish” and “Oil”.

• Different semantic spaces may focus on various factors.
For example, in the 6th row, the attention score of the 2nd
column is higher than others in spaces 1 and 2, while that
of the 4th column is the highest in space 4. That might be
because spaces 1 and 2 consider more about the overall
importance of the event in the sequence, while space 4
appreciates more about similarity between two events.

Conclusion
We present ANPP, an Attentive Neural Point Processes
framework for event forecasting. It can explicitly model
the complex influence between every pair of the historical
events by integrating the Inter-event duration bucket em-
bedding method into self-attention for modeling the mark-
ers and time information of historical events simultaneously.
Extensive experiments in various domains demonstrate that
ANPP can achieve significant performance gains and better
interpretation ability against state-of-the-art methods.
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